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SNARKs



SNARKs

• Succinct
• Non-interactive
• ARgument (of)
• Knowledge



Interactive Proof

𝑥, 𝑤
𝑥

𝑅 𝑥, 𝑤 = 1

/ 



Non-Interactive Proof

𝑥, 𝑤
𝑥

𝑅 𝑥, 𝑤 = 1

𝜋

/ 



Succinct Non-Interactive Proof

𝑥, 𝑤
𝑥

𝑅 𝑥, 𝑤 = 1

𝜋

/ Succinct: 𝜋 ≪ |𝑤| + fast verifier



Succinct Non-Interactive Argument of 
Knowledge

𝑥, 𝑤
𝑥

𝑅 𝑥, 𝑤 = 1

𝜋

/ 

Knowledge soundness: If a prover can convince the verifier with high 
probability, then it ``must know 𝑤’’.

Succinct: 𝜋 ≪ |𝑤| + fast verifier



Succinct Non-Interactive Argument of 
Knowledge

𝑥, 𝑤
𝑥

𝑅 𝑥, 𝑤 = 1

𝜋

/ 

Knowledge soundness: If a prover can convince the verifier with high 
probability, then it ``must know 𝑤’’.

Argument: knowledge soundness holds under a computational assumption.

Succinct: 𝜋 ≪ |𝑤| + fast verifier



Applications of polynomial commitments

+ =Polynomial 
commitments

Polynomial
IOPs (zk)-

SNARKs



Polynomial Commitments [KZG10]

Polynomial 𝑓 ∈ 𝑅[𝑋] of degree < 𝐿

𝑡 = 𝐶𝑜𝑚(𝑓; 𝑟)



Polynomial Commitments [KZG10]

Polynomial 𝑓 ∈ 𝑅[𝑋] of degree < 𝐿

𝑡 = 𝐶𝑜𝑚(𝑓; 𝑟)

Binding: 
It’s hard to find two different openings 𝑓, 𝑟 and 
(𝑓′, 𝑟′) such that 𝐶𝑜𝑚 𝑓; 𝑟 = 𝐶𝑜𝑚 𝑓′; 𝑟′ .



Polynomial Commitments [KZG10]

Polynomial 𝑓 ∈ 𝑅[𝑋] of degree < 𝐿

𝑡 = 𝐶𝑜𝑚(𝑓; 𝑟)

Binding: 
It’s hard to find two different openings 𝑓, 𝑟 and 
(𝑓′, 𝑟′) such that 𝐶𝑜𝑚 𝑓; 𝑟 = 𝐶𝑜𝑚 𝑓′; 𝑟′ .

Hiding: 
The adversary can’t learn any information about 
(𝑓, 𝑟) from 𝑡



Polynomial Commitments [KZG10]

Polynomial 𝑓 ∈ 𝑅[𝑋] of degree < 𝐿

𝑡 = 𝐶𝑜𝑚(𝑓; 𝑟)

𝑥 ∈ 𝑅

(𝑦, 𝜋=proof that 𝑓 𝑥 = 𝑦 and 𝑡 = 𝐶𝑜𝑚(𝑓; 𝑟))

/ 



Polynomial Commitments [KZG10]

Polynomial 𝑓 ∈ 𝑅[𝑋] of degree < 𝐿

𝑡 = 𝐶𝑜𝑚(𝑓; 𝑟)

𝑥 ∈ 𝑅

(𝑦, 𝜋=proof that 𝑓 𝑥 = 𝑦 and 𝑡 = 𝐶𝑜𝑚(𝑓; 𝑟))

Completeness: 
For an honest prover
the verifier accepts

Knowledge soundness: 
If a prover can convince the 
verifier with high probability, 
then it ``must know 𝑓’’.

Zero-knowledge/hiding: 
the verifier does not learn 
anything about 𝑓 from the 
interaction

Succinctness: 
The proof size and verifier runtime 
are ≪ 𝐿, i.e. 𝑝𝑜𝑙𝑦(𝜆, log 𝐿)

/ 
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Ajtai commitment [Ajt96]

• Let ℤ𝑞 be a ring of integers modulo 𝑞.

• To commit to a short message vector 𝒔, we compute:

𝐴

𝒔

= 𝒕

commitment

(𝑚𝑜𝑑 𝑞)



Ajtai commitment [Ajt96]

• Let ℤ𝑞 be a ring of integers modulo 𝑞.

• To commit to a short message vector 𝒔, we compute:

𝐴

𝒔

= 𝒕

commitment

Binding holds under the Shortest 
Integer Solution (SIS) problem:

Given a random matrix 𝑨, find a 
short non-zero vector 𝒔 s.t.

𝑨𝒔 = 𝟎 (𝑚𝑜𝑑 𝑞)

(𝑚𝑜𝑑 𝑞)



Ajtai commitment [Ajt96]

• Let ℤ𝑞 be a ring of integers modulo 𝑞.

• To commit to a short message vector 𝒔, we compute:

𝐴

𝒔

= 𝒕

commitment

Binding holds under the Shortest 
Integer Solution (SIS) problem:

Given a random matrix 𝑨, find a 
short non-zero vector 𝒔 s.t.

𝑨𝒔 = 𝟎 (𝑚𝑜𝑑 𝑞)

(𝑚𝑜𝑑 𝑞)

Can we build a polynomial 
commitment from this?
- More structure to 𝑨 [CLM23]?
- Preprocessing [BCS23]?



Ajtai commitment for large messages

• Let 𝐺𝑛 =
[1 2 4 …2log 𝑞] ⋯ 0

⋮ ⋱ ⋮
0 ⋯ [1 2 4 …2log 𝑞]

∈ ℤ𝑞
𝑛×𝑛 log 𝑞

• The binary decomposition function 𝐺𝑛
−1: ℤ𝑞

𝑛 → ℤ𝑞
𝑛 log 𝑞

satisfies for 
any 𝒇 ∈ ℤ𝑞

𝑛:

𝐺𝑛𝐺𝑛
−1 𝒇 = 𝒇

We will ignore the subscript.



Ajtai commitment for large messages

• Let 𝐺𝑛 =
[1 2 4 …2log 𝑞] ⋯ 0

⋮ ⋱ ⋮
0 ⋯ [1 2 4 …2log 𝑞]

∈ ℤ𝑞
𝑛×𝑛 log 𝑞

• The binary decomposition function 𝐺𝑛
−1: ℤ𝑞

𝑛 → ℤ𝑞
𝑛 log 𝑞

satisfies for 
any 𝒇 ∈ ℤ𝑞

𝑛:

𝐺𝑛𝐺𝑛
−1 𝒇 = 𝒇

We will ignore the subscript.

TLDR; Binary-
decompose each 

entry of the vector



Ajtai commitment for large messages

To commit to any message vector 𝒇 ∈ ℤ𝑞
𝑚, we compute:

𝒇
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To commit to any message vector 𝒇 ∈ ℤ𝑞
𝑚, we compute:

𝒇 𝒔

𝐺𝑚
−1



Ajtai commitment for large messages

To commit to any message vector 𝒇 ∈ ℤ𝑞
𝑚, we compute:

𝒇 𝒔

𝐺𝑚
−1 𝑨

𝐴 𝒔 = 𝒕 (𝑚𝑜𝑑 𝑞)



Ajtai commitment for large messages

To commit to any message vector 𝒇 ∈ ℤ𝑞
𝑚, we compute:

𝒇 𝒔

𝐺𝑚
−1 𝑨

𝐴 𝒔 = 𝒕 (𝑚𝑜𝑑 𝑞)

commitment
opening

𝐺𝑚



Many-to-one Ajtai commitment

To commit to any message vector 𝒇ℓ ∈ ℤ𝑞
𝑚 of length 𝑚 = 𝜅ℓ ⋅ 𝑛, we 

compute:

𝒇ℓ

𝜅ℓ ⋅ 𝑛
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To commit to any message vector 𝒇ℓ ∈ ℤ𝑞
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𝒇ℓ 𝒔ℓ−𝟏
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−1

𝒔ℓ−𝟏 ,𝟏

⋮

𝒔ℓ−𝟏 ,𝜿ℓ−𝟏

𝜅ℓ ⋅ 𝑛 𝜅ℓ ⋅ 𝑛 ⋅ log 𝑞 𝜅 ⋅ 𝑛 ⋅ log 𝑞
each
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Many-to-one Ajtai commitment

To commit to any message vector 𝒇ℓ ∈ ℤ𝑞
𝑚 of length 𝑚 = 𝜅ℓ ⋅ 𝑛, we 

compute:

𝒇ℓ 𝒔ℓ−𝟏

𝐺𝑚
−1

𝒔ℓ−𝟏 ,𝟏

⋮

𝒔ℓ−𝟏 ,𝜿ℓ−𝟏

𝜅ℓ ⋅ 𝑛 𝜅ℓ ⋅ 𝑛 ⋅ log 𝑞 𝜅 ⋅ 𝑛 ⋅ log 𝑞
each

𝑨 ∈ ℤ𝑞
𝑛×𝜅⋅𝑛 ⋅log 𝑞

𝒔ℓ−𝟏,𝟏

𝒔ℓ−𝟏,𝜿ℓ−𝟏

𝐴

𝐴

𝒇ℓ−𝟏

𝜅ℓ−1 ⋅ 𝑛
𝑛

each

= 𝒇ℓ−𝟏,𝟏

= 𝒇ℓ−𝟏,𝜿ℓ−𝟏

⋮



Many-to-one Ajtai commitment

To commit to any message vector 𝒇ℓ ∈ ℤ𝑞
𝑚 of length 𝑚 = 𝜅ℓ ⋅ 𝑛, we 

compute:

𝒇ℓ 𝒔ℓ−𝟏

𝐺𝑚
−1

𝒔ℓ−𝟏,𝟏

⋮

𝒔ℓ−𝟏,𝜿ℓ−𝟏

𝑨 ∈ ℤ𝑞
𝑛×𝜅⋅𝑛 ⋅log 𝑞

𝒔ℓ−𝟏,𝟏

𝒔ℓ−𝟏,𝜿ℓ−𝟏

𝐴

𝐴

𝒇ℓ−𝟏

= 𝒇ℓ−𝟏,𝟏

= 𝒇ℓ−𝟏,𝜿ℓ−𝟏

⋮

Mathematically: 𝑰𝜿ℓ−𝟏 ⊗𝑨 𝒔ℓ−1 = 𝒇ℓ−𝟏 Finding different short 𝒔ℓ−1, 𝒔′ℓ−𝟏 s.t.

𝑰𝜿ℓ−𝟏 ⊗𝑨 𝒔ℓ−1 = 𝒇ℓ−𝟏 = 𝑰𝜿ℓ−𝟏 ⊗𝑨 𝒔′ℓ−1
Breaking SIS



Our commitment scheme
𝒇ℓ



Our commitment scheme
𝒇ℓ

𝐺−1

𝒔ℓ−𝟏



Our commitment scheme
𝒇ℓ

𝐺−1

𝒔ℓ−𝟏

𝒇ℓ−𝟏

𝑰𝜿ℓ−𝟏 ⊗𝑨



Our commitment scheme
𝒇ℓ

𝐺−1

𝒔ℓ−𝟏

𝒇ℓ−𝟏

𝐺−1

𝒔ℓ−𝟐

𝑰𝜿ℓ−𝟏 ⊗𝑨



Our commitment scheme
𝒇ℓ

𝐺−1

𝒔ℓ−𝟏

𝒇ℓ−𝟏

𝐺−1

𝒔ℓ−𝟐

𝒇ℓ−𝟐

𝑰𝜿ℓ−𝟏 ⊗𝑨

𝑰𝜿ℓ−𝟐 ⊗𝑨



Our commitment scheme
𝒇ℓ

𝐺−1

𝒔ℓ−𝟏

𝒇ℓ−𝟏

𝐺−1

𝒔ℓ−𝟐

𝒇ℓ−𝟐

𝒇𝟐

𝑰𝜿ℓ−𝟏 ⊗𝑨

𝑰𝜿ℓ−𝟐 ⊗𝑨



Our commitment scheme
𝒇ℓ

𝐺−1

𝒔ℓ−𝟏

𝒇ℓ−𝟏

𝐺−1

𝒔ℓ−𝟐

𝒇ℓ−𝟐

𝒔𝟏 𝒇𝟏 ∈ ℤ𝑞
𝜅𝑛

𝒇𝟐
𝐺−1

𝑰𝜿ℓ−𝟏 ⊗𝑨

𝑰𝜿ℓ−𝟐 ⊗𝑨

𝑰𝜿 ⊗𝑨



Our commitment scheme
𝒇ℓ

𝐺−1

𝒔ℓ−𝟏

𝒇ℓ−𝟏

𝐺−1

𝒔ℓ−𝟐

𝒇ℓ−𝟐

𝒔𝟏 𝒇𝟏 ∈ ℤ𝑞
𝜅𝑛

𝒇𝟐
𝐺−1

commitment

Short
opening

𝑰𝜿ℓ−𝟏 ⊗𝑨

𝑰𝜿ℓ−𝟐 ⊗𝑨

𝑰𝜿 ⊗𝑨



Our commitment scheme
𝒇ℓ

𝐺−1

𝒔ℓ−𝟏

𝒇ℓ−𝟏

𝐺−1

𝒔ℓ−𝟐

𝒇ℓ−𝟐

𝒔𝟏 𝒇𝟏 ∈ ℤ𝑞
𝜅𝑛

𝒇𝟐
𝐺−1

commitment

Short
opening

𝑰𝜿ℓ−𝟏 ⊗𝑨

𝑰𝜿ℓ−𝟐 ⊗𝑨

𝑰𝜿 ⊗𝑨

Opening to a commitment 𝒕 = 𝒇1: message 
𝒇ℓ and short 𝒔𝟏, … , 𝒔ℓ−𝟏 s.t.



Our commitment scheme
𝒇ℓ

𝐺−1

𝒔ℓ−𝟏

𝒇ℓ−𝟏

𝐺−1

𝒔ℓ−𝟐

𝒇ℓ−𝟐

𝒔𝟏 𝒇𝟏 ∈ ℤ𝑞
𝜅𝑛

𝒇𝟐
𝐺−1

commitment

Short
opening

𝑰𝜿ℓ−𝟏 ⊗𝑨

𝑰𝜿ℓ−𝟐 ⊗𝑨

𝑰𝜿 ⊗𝑨

Opening to a commitment 𝒕 = 𝒇1: message 
𝒇ℓ and short 𝒔𝟏, … , 𝒔ℓ−𝟏 s.t.

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏



Our commitment scheme
𝒇ℓ

𝐺−1

𝒔ℓ−𝟏

𝒇ℓ−𝟏

𝐺−1

𝒔ℓ−𝟐

𝒇ℓ−𝟐

𝒔𝟏 𝒇𝟏 ∈ ℤ𝑞
𝜅𝑛

𝒇𝟐
𝐺−1

commitment

Short
opening

𝑰𝜿ℓ−𝟏 ⊗𝑨

𝑰𝜿ℓ−𝟐 ⊗𝑨

𝑰𝜿 ⊗𝑨

Opening to a commitment 𝒕 = 𝒇1: message 
𝒇ℓ and short 𝒔𝟏, … , 𝒔ℓ−𝟏 s.t.

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏

𝒇𝟐 ≔ 𝑮𝒔𝟏
𝑰𝜿𝟐 ⊗𝑨 𝒔𝟐 = 𝒇𝟐



Our commitment scheme
𝒇ℓ

𝐺−1

𝒔ℓ−𝟏

𝒇ℓ−𝟏

𝐺−1

𝒔ℓ−𝟐

𝒇ℓ−𝟐

𝒔𝟏 𝒇𝟏 ∈ ℤ𝑞
𝜅𝑛

𝒇𝟐
𝐺−1

commitment

Short
opening

𝑰𝜿ℓ−𝟏 ⊗𝑨

𝑰𝜿ℓ−𝟐 ⊗𝑨

𝑰𝜿 ⊗𝑨

Opening to a commitment 𝒕 = 𝒇1: message 
𝒇ℓ and short 𝒔𝟏, … , 𝒔ℓ−𝟏 s.t.

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏

𝒇𝟐 ≔ 𝑮𝒔𝟏
𝑰𝜿𝟐 ⊗𝑨 𝒔𝟐 = 𝒇𝟐

𝒇ℓ−𝟏 ≔ 𝑮𝒔ℓ−𝟐
𝑰𝜿ℓ−𝟏 ⊗𝑨 𝒔ℓ−𝟏 = 𝒇ℓ−𝟏

𝑮𝒔ℓ−𝟏 = 𝒇ℓ



Why is our scheme interesting
Opening to a commitment 𝒕 = 𝒇1: message 
𝒇ℓ and short 𝒔𝟏, … , 𝒔ℓ−𝟏 s.t.

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏

𝒇𝟐 ≔ 𝑮𝒔𝟏
𝑰𝜿𝟐 ⊗𝑨 𝒔𝟐 = 𝒇𝟐

𝒇ℓ−𝟏 ≔ 𝑮𝒔ℓ−𝟐
𝑰𝜿ℓ−𝟏 ⊗𝑨 𝒔ℓ−𝟏 = 𝒇ℓ−𝟏

𝑮𝒔ℓ−𝟏 = 𝒇ℓ



Why is our scheme interesting

Folding property: given any matrix 𝑪 ∈ ℤ𝑞
𝜅×𝜅2 and a 

valid opening 𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) for a commitment 𝒕

valid opening 𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) for the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏 = 𝑪⊗ 𝐈𝑛 𝒇𝟐

Opening to a commitment 𝒕 = 𝒇1: message 
𝒇ℓ and short 𝒔𝟏, … , 𝒔ℓ−𝟏 s.t.

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏

𝒇𝟐 ≔ 𝑮𝒔𝟏
𝑰𝜿𝟐 ⊗𝑨 𝒔𝟐 = 𝒇𝟐

𝒇ℓ−𝟏 ≔ 𝑮𝒔ℓ−𝟐
𝑰𝜿ℓ−𝟏 ⊗𝑨 𝒔ℓ−𝟏 = 𝒇ℓ−𝟏

𝑮𝒔ℓ−𝟏 = 𝒇ℓ



Why is our scheme interesting

Folding property: given any matrix 𝑪 ∈ ℤ𝑞
𝜅×𝜅2 and a 

valid opening 𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) for a commitment 𝒕

valid opening 𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) for the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏 = 𝑪⊗ 𝐈𝑛 𝒇𝟐

𝑪⊗ 𝐈𝑛 𝒇𝟐 = 𝑪⊗ 𝐈𝑛 𝑰𝜿𝟐 ⊗𝑨 𝒔𝟐

= 𝑰𝜿 ⊗𝑨 𝑪⊗ 𝑰𝜅𝑛 log 𝑞 𝒔𝟐

= 𝑰𝜿 ⊗𝑨 𝒓𝟏

Opening to a commitment 𝒕 = 𝒇1: message 
𝒇ℓ and short 𝒔𝟏, … , 𝒔ℓ−𝟏 s.t.

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏

𝒇𝟐 ≔ 𝑮𝒔𝟏
𝑰𝜿𝟐 ⊗𝑨 𝒔𝟐 = 𝒇𝟐

𝒇ℓ−𝟏 ≔ 𝑮𝒔ℓ−𝟐
𝑰𝜿ℓ−𝟏 ⊗𝑨 𝒔ℓ−𝟏 = 𝒇ℓ−𝟏

𝑮𝒔ℓ−𝟏 = 𝒇ℓ



Why is our scheme interesting

Folding property: given any matrix 𝑪 ∈ ℤ𝑞
𝜅×𝜅2 and a 

valid opening 𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) for a commitment 𝒕

valid opening 𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) for the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏 = 𝑪⊗ 𝐈𝑛 𝒇𝟐

𝒓𝟏 = 𝑪⊗ 𝑰𝜅𝑛 log 𝑞 𝒔𝟐

𝒓𝟐 = 𝑪⊗ 𝑰𝜅2𝑛 log 𝑞 𝒔𝟑

𝒓ℓ−𝟐 = 𝑪⊗ 𝑰𝜅ℓ−2𝑛 log 𝑞 𝒔ℓ−𝟏

𝒈ℓ−𝟏 ≔ 𝑮𝒓ℓ−𝟐

Length: 𝜅2𝑛 log 𝑞

Length: 𝜅3𝑛 log 𝑞

Length: 𝜅ℓ−1𝑛 log 𝑞

Opening to a commitment 𝒕 = 𝒇1: message 
𝒇ℓ and short 𝒔𝟏, … , 𝒔ℓ−𝟏 s.t.

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏

𝒇𝟐 ≔ 𝑮𝒔𝟏
𝑰𝜿𝟐 ⊗𝑨 𝒔𝟐 = 𝒇𝟐

𝒇ℓ−𝟏 ≔ 𝑮𝒔ℓ−𝟐
𝑰𝜿ℓ−𝟏 ⊗𝑨 𝒔ℓ−𝟏 = 𝒇ℓ−𝟏

𝑮𝒔ℓ−𝟏 = 𝒇ℓ



Opening proof
Proof of opening to the commitment 𝒕 = 𝒇1

Folding property: given any matrix 𝑪 ∈ ℤ𝑞
𝜅×𝜅2 and a 

valid opening 𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) for a commitment 𝒕

valid opening 𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) for the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏 = 𝑪⊗ 𝐈𝑛 𝒇𝟐

𝒓𝟏 = 𝑪⊗ 𝑰𝜅𝑛 log 𝑞 𝒔𝟐

𝒓𝟐 = 𝑪⊗ 𝑰𝜅2𝑛 log 𝑞 𝒔𝟑

𝒓ℓ−𝟐 = 𝑪⊗ 𝑰𝜅ℓ−2𝑛 log 𝑞 𝒔ℓ−𝟏

𝒈ℓ−𝟏 ≔ 𝑮𝒓ℓ−𝟐

Length: 𝜅2𝑛 log 𝑞

Length: 𝜅3𝑛 log 𝑞

Length: 𝜅ℓ−1𝑛 log 𝑞

𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) 𝒕



Opening proof
Proof of opening to the commitment 𝒕 = 𝒇1

Folding property: given any matrix 𝑪 ∈ ℤ𝑞
𝜅×𝜅2 and a 

valid opening 𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) for a commitment 𝒕

valid opening 𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) for the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏 = 𝑪⊗ 𝐈𝑛 𝒇𝟐

𝒓𝟏 = 𝑪⊗ 𝑰𝜅𝑛 log 𝑞 𝒔𝟐

𝒓𝟐 = 𝑪⊗ 𝑰𝜅2𝑛 log 𝑞 𝒔𝟑

𝒓ℓ−𝟐 = 𝑪⊗ 𝑰𝜅ℓ−2𝑛 log 𝑞 𝒔ℓ−𝟏

𝒈ℓ−𝟏 ≔ 𝑮𝒓ℓ−𝟐

Length: 𝜅2𝑛 log 𝑞

Length: 𝜅3𝑛 log 𝑞

Length: 𝜅ℓ−1𝑛 log 𝑞

𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) 𝒕

𝒔1 ∈ ℤ𝑞
𝜅2𝑛 log 𝑞

𝑪

Check whether 𝒔1 is short and 

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏

Prove knowledge of an opening 
𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) to the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏



Opening proof

Folding property: given any matrix 𝑪 ∈ ℤ𝑞
𝜅×𝜅2 and a 

valid opening 𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) for a commitment 𝒕

valid opening 𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) for the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏 = 𝑪⊗ 𝐈𝑛 𝒇𝟐

𝒓𝟏 = 𝑪⊗ 𝑰𝜅𝑛 log 𝑞 𝒔𝟐

𝒓𝟐 = 𝑪⊗ 𝑰𝜅2𝑛 log 𝑞 𝒔𝟑

𝒓ℓ−𝟐 = 𝑪⊗ 𝑰𝜅ℓ−2𝑛 log 𝑞 𝒔ℓ−𝟏

𝒈ℓ−𝟏 ≔ 𝑮𝒓ℓ−𝟐

Length: 𝜅2𝑛 log 𝑞

Length: 𝜅3𝑛 log 𝑞

Length: 𝜅ℓ−1𝑛 log 𝑞

Which 𝑪 to choose?

Easy, pick binary 
coefficients.



Opening proof

Folding property: given any matrix 𝑪 ∈ ℤ𝑞
𝜅×𝜅2 and a 

valid opening 𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) for a commitment 𝒕

valid opening 𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) for the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏 = 𝑪⊗ 𝐈𝑛 𝒇𝟐

𝒓𝟏 = 𝑪⊗ 𝑰𝜅𝑛 log 𝑞 𝒔𝟐

𝒓𝟐 = 𝑪⊗ 𝑰𝜅2𝑛 log 𝑞 𝒔𝟑

𝒓ℓ−𝟐 = 𝑪⊗ 𝑰𝜅ℓ−2𝑛 log 𝑞 𝒔ℓ−𝟏

𝒈ℓ−𝟏 ≔ 𝑮𝒓ℓ−𝟐

Length: 𝜅2𝑛 log 𝑞

Length: 𝜅3𝑛 log 𝑞

Length: 𝜅ℓ−1𝑛 log 𝑞

Which 𝑪 to choose?

But what about knowledge 
soundness?

Easy, pick binary 
coefficients.



Coordinate-wise special soundness

𝑨

𝑪

𝒁

(𝒙,𝒘) 𝒙

Special soundness: given two valid transcripts (𝑨, 𝑪, 𝒁) and (𝑨, 𝑪′, 𝒁′) with different 𝑪 ≠ 𝑪′, one can extract 𝒘.

⋮



Coordinate-wise special soundness

𝑨

𝑪

𝒁

(𝒙,𝒘) 𝒙

Special soundness: given two valid transcripts (𝑨, 𝑪, 𝒁) and (𝑨, 𝑪′, 𝒁′) with different 𝑪 ≠ 𝑪′, one can extract 𝒘.

CWSS: given 𝑡 + 1 valid transcripts 𝑨, 𝑪𝒊, 𝒁𝒊 𝒊∈[0,𝑡] such that  

𝑪 ← 𝑆𝑡

𝑪𝟎

𝑪𝟏

⋮

𝑪𝟐

𝑪𝒕

one can extract 𝒘.



Coordinate-wise special soundness

𝑨

𝑪

𝒁

(𝒙,𝒘) 𝒙

Special soundness: given two valid transcripts (𝑨, 𝑪, 𝒁) and (𝑨, 𝑪′, 𝒁′) with different 𝑪 ≠ 𝑪′, one can extract 𝒘.

CWSS: given 𝑡 + 1 valid transcripts 𝑨, 𝑪𝒊, 𝒁𝒊 𝒊∈[0,𝑡] such that  

𝑪 ← 𝑆𝑡

𝑪𝟎

𝑪𝟏

⋮

𝑪𝟐

𝑪𝒕

one can extract 𝒘.

[FMN23]: CWSS 
implies knowledge 

soundness with error
𝑡/|𝑆|.



Opening proof
Proof of opening to the commitment 𝒕 = 𝒇1

Folding property: given any matrix 𝑪 ∈ ℤ𝑞
𝜅×𝜅2 and a 

valid opening 𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) for a commitment 𝒕

valid opening 𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) for the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏 = 𝑪⊗ 𝐈𝑛 𝒇𝟏

𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) 𝒕

𝒔1 ∈ ℤ𝑞
𝜅2𝑛 log 𝑞

𝑪

Check whether 𝒔1 is short and 

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏

𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐)



Opening proof
Proof of opening to the commitment 𝒕 = 𝒇1

Folding property: given any matrix 𝑪 ∈ ℤ𝑞
𝜅×𝜅2 and a 

valid opening 𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) for a commitment 𝒕

valid opening 𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) for the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏 = 𝑪⊗ 𝐈𝑛 𝒇𝟏

𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) 𝒕

𝒔1 ∈ ℤ𝑞
𝜅2𝑛 log 𝑞

𝑪

Check whether 𝒔1 is short and 

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏

• Take 𝑪 ← 0,1 𝜅×𝜅2 .

• We prove that the three-round protocol satisfies 

CWSS where 0,1 𝜅×𝜅2: = ( 0,1 𝜅)𝜅
2
.

• The soundness error becomes 
𝜅2

2𝜅
.

• For our general protocol, the error is ℓ ⋅
𝜅2

2𝜅
.

𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐)



Opening proof
Proof of opening to the commitment 𝒕 = 𝒇1

Folding property: given any matrix 𝑪 ∈ ℤ𝑞
𝜅×𝜅2 and a 

valid opening 𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) for a commitment 𝒕

valid opening 𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) for the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏 = 𝑪⊗ 𝐈𝑛 𝒇𝟏

𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) 𝒕

𝒔1 ∈ ℤ𝑞
𝜅2𝑛 log 𝑞

𝑪

Check whether 𝒔1 is short and 

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏

Prove knowledge of an opening 
𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) to the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏
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𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) 𝒕

𝒔1 ∈ ℤ𝑞
𝜅2𝑛 log 𝑞

𝑪

Check whether 𝒔1 is short and 

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏

Prove knowledge of an opening 
𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) to the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏

Communication complexity:
- O(𝜅2𝑛 log 𝑞) elements over ℤ𝑞 per round

- there are O(ℓ) rounds
- total proof size is O(ℓ𝜅2𝑛 log 𝑞) ℤ𝑞-elements 



Opening proof
Proof of opening to the commitment 𝒕 = 𝒇1

Folding property: given any matrix 𝑪 ∈ ℤ𝑞
𝜅×𝜅2 and a 

valid opening 𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) for a commitment 𝒕

valid opening 𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) for the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏 = 𝑪⊗ 𝐈𝑛 𝒇𝟏

𝒇ℓ, (𝒔𝟏, … , 𝒔ℓ−𝟏) 𝒕

𝒔1 ∈ ℤ𝑞
𝜅2𝑛 log 𝑞

𝑪

Check whether 𝒔1 is short and 

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏

Prove knowledge of an opening 
𝒈ℓ−𝟏 , (𝒓𝟏, … , 𝒓ℓ−𝟐) to the 
commitment 𝑪⊗ 𝐈𝑛 𝑮𝒔𝟏

Communication complexity:
- O(𝜅2𝑛 log 𝑞) elements over ℤ𝑞 per round

- there are O(ℓ) rounds
- total proof size is O(ℓ𝜅2𝑛 log 𝑞) ℤ𝑞-elements 

Recall that 𝐿 = 𝜅ℓ ⋅ 𝑛.

Take 𝑛, 𝜅 ∈ 𝑂(𝜆). Then ℓ = 𝑂
log 𝐿

log 𝜆
= 𝑂 1 …

Polylogarithmic proof size!



Polynomial evaluation proof for free
Prove knowledge of an opening to a 
commitment 𝒕 = 𝒇1: message 𝒇ℓ and short
𝒔𝟏, … , 𝒔ℓ−𝟏 s.t.

𝑰𝜿𝟏 ⊗𝑨 𝒔𝟏 = 𝒇𝟏

𝒇𝟐 ≔ 𝑮𝒔𝟏
𝑰𝜿𝟐 ⊗𝑨 𝒔𝟐 = 𝒇𝟐

𝒇ℓ−𝟏 ≔ 𝑮𝒔ℓ−𝟐
𝑰𝜿ℓ−𝟏 ⊗𝑨 𝒔ℓ−𝟏 = 𝒇ℓ−𝟏

𝑮𝒔ℓ−𝟏 = 𝒇ℓ

TLDR; we can transform an 
equation 

1 𝑥 𝑥2…𝑥𝐿−1

𝑓0
𝑓1
⋮

𝑓𝐿−1

= 𝑦

Into a tensor-type relation.
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Concrete 
efficiency

We build a concretely efficient variant over polynomial 
rings (rather than over ℤ𝑞). 

- Asymptotically the proof size is 𝑂(𝐿1/3) ring 
elements.

Scheme Proof size for 𝐿 = 220

[FMN23] (L) 3.4MB

SLAP [AFLN24] (L) 36.5MB

Brakedown (H) 9.7MB

Ligero (H) 1004KB

FRI (H) 388KB

This work 501KB
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5. Quiz!!!



Summary
• Efficient polynomial commitments 

from lattices

➢ Succinct proof sizes and 
verification

➢ Under standard assumptions 
(+ROM)

➢ Transparent setup

➢ Tight security proof in ROM via 
CWSS

➢ Quantum security

Future work:
• Space efficiency – streaming 

polynomial commitments?
• Concrete efficiency for the 

integer construction?
• Tighter quantum reduction?

This work is supported by the RFP-013 Cryptonet 
network grant by Protocol Labs.

Thank you!

https://eprint.iacr.org/2024/281
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